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BACKGROUND

Talk like a Graph: Encoding Graphs for Large Language Models, 2024, ACL FindingsCan language models solve graph problems in natural language?, 2023, NIPS Spotlight

⚫ LLMs Have (Preliminary) Graph Reasoning Abilities

⚫ Appropriate Prompt can help LLM Solve Graph 

Problems

⚫ Graph Encoding Functions Have Significant Impact on 

LLM Reasoning

⚫ LLMs Lack a Global Veiw of a Graph

Could the order of graph descriptions be a critical, yet overlooked factor?
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MOTIVATION

Why Graph Descriptive Order is So Important?

C1-C2, C2-C3, C3-C4, 

C4-C5, C5-C6, C6-C1

C3-C4, C1-C2, C5-C6,

C2-C3, C4-C5, C6-C1

Description One Description Two

Humans can immediately recognize that this is

a benzene ring!

A Simple Example: For a standard benzene ring, which of the following two 

descriptions is easier for humans to understand?

Humans need to reorganize the information to

understand its structure.

The order of graph description has a significant impact on human

understanding of its structure. Does this effect also exist in LLMs?
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QUESTIONS

➢ Does graph description order affect LLM performance in solving 

graph problems?

➢ Is LLM robustness to graph description order consistent across 

different tasks?

➢ Are specific graph description orders better suited for certain 

graph tasks?

YuyaoGe, Institute of Computing Technology, Chinese Academy of Sciences (ICT)



DESIGN

连通性检测 寻找最短路 汉密尔顿路 拓扑排序

Graph Reordered Graph Description
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In an undirected graph, (i, j) 

means that node i and node j are 

connected with an edge, and the 

edges are: (0, 1), (0, 2), (0, 3),

(0, 4), (1, 6), (2, 5), …
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Hamiltonian Path

Prompt

<Description with BFS>:

In an undirected graph, 

(i, j) means that node i and 

node j are connected with 

an edge, and the edges are: 

(0, 1), (0, 2), (0, 3), (0, 4),

(1, 6), (2, 5), …

<Cycle Detect>:

Q: Is there a cycle in this 

graph? 

<Zero-short CoT>:

Let’s think step by step. 

Reordered in BFS order

LLM: 𝓜

We designed six types of graph tasks to assess how four graph traversal orders (DFS, BFS, PR, 

PPR) affect the reasoning performance of six mainstream LLMs.

We organize the descriptions into GraphDO (Graph Description with Order) dataset.
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GraphDO DataSet

Overview

8,500

Carefully filtered graph cases

6 Types

Topology and graph learning Tasks

5 Types

Prompting Methods

Ranging from Zero-shot to CoT
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Random Order BFS Order

In an undirected graph, (i, j) 

means that node i and node j 

are connected with an edge, 

and the edges are: 

(6, 1), (6, 2), (0, 3), (4, 5), …

In an undirected graph , (i, j) 

means that node i and node j 

are connected with an edge, 

and the edges are: 

(0, 1), (0, 2), (0, 3), (0, 4), …
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Example
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Finding 1: Order Significantly Affect Performance
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➢ 1

➢ On traditional graph tasks, ordered 

descriptions result in an improvement of 12% 

to 70%, while on the node classification task, 

the improvement ranges from 1.9% to 14.82%.

➢ The benefits remain consistent across various 

prompting strategies.

➢ We hypothesize that LLMs‘ improved 

performance with ordered descriptions is due 

to attention bias.



Finding 2: Complexity Affects Order Robustness
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➢ Simple tasks (connectivity, cycle) show low 

variance across orders - inherently robust

➢ Complex tasks (Hamilton path, Shortest 

path) exhibit high variance - highly 

sensitive to order

➢ CoT prompting does not eliminate order 

sensitivity, suggesting fundamental 

attention bias in LLMs.



Finding 3: Task Type Determines Best Order
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➢ BFS excels at local reasoning tasks: connectivity (+14.1%), cycle detection (+12.7%), 

shortest path (+70.1%) 

➢ DFS superior for global exploration: Hamilton path (+66.4% vs random, +22.3% vs BFS) 

➢ Probability-based orders (PR/PPR) optimal for node classification tasks.



Finding 4: Order Improves Graph Understanding

Better graph understanding or just more overlap with the answer?

➢ Shortest path order (maximum answer 

overlap) achieves 78.57% accuracy - still 

far from 100% 

➢ Performance drops to random-level with 

longest path order (minimum overlap) 

➢ Ordered descriptions genuinely improve 

structural comprehension, not merely 

exploiting answer patterns



Thanks!

Contact: yuyao.ge.work@gmail.com
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